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Abstract—Remaining Useful Life (RUL) is an essential
factor in the Prognostics and Health Management (PHM)
field. A reliable and accurate RUL estimation of the condi-
tion monitoring data could maximize system performance
and reduce maintenance costs. Recently, with a surge
of interest in deep learning (DL) and the rise of com-
putational power, many state-of-the-art neural networks
have been introduced in the PHM field. However, the
previously proposed networks have drawbacks in handling
sequential tasks. For example, the widely-used Recurrent
Neural Network (RNN) and Long Short-term Neural
Network (LSTM) have long-term dependency problems
and gradient vanishing problems. In this paper, we adopt
the Temporal Convolutional Network (TCN), which excels
in sequential data processing and avoid potential problems
shared by the aforementioned models. We have leveraged
TCN on the C-MAPSS Dataset from NASA to examine its
performance in RUL estimation. Our experiments result
shows that TCN outperforms all the previous proposed
neural networks for RUL estimation, which indicates the
potential of TCN applications in the PHM field.

Index Terms—Alternative to RNN, Prognostics Health
Management, Remaining Useful Life, Temporal Convolu-
tional Network.

I. INTRODUCTION

Prognostics and Health Management (PHM) is a disci-
pline that mainly focuses on studying the failure mech-
anism of a system. Applying PHM methodologies on
manufacturing/industrial systems could release the full
potential of a system while guaranteeing systems’ safety
by spotting potential faulty components at an early stage.
By processing sensor data as input, PHM approaches
could predict a system’s or a component’s rest working
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time until failure. Examples of several implementations
in the industry world are [1] and [2]. The prediction
time refers to the remaining useful life (RUL), which
is essential in fault detection and maintenance decision-
making.

RUL has already served as one of the standard cri-
teria in the industry field and many experts have been
striving to enhance the accuracy of predicting RUL in
diverse scenarios. There are mainly three types of model
approaches of RUL estimation, which are model-based
prognostics, data-driven prognostics and hybrid approach
[3]. Model-based prognostics emphasize the implemen-
tation of physical models, which can achieve on several
levels(e.g., micro or macro levels). It has a compelling
performance in scenarios where the degradation mecha-
nism is determined and failure thresholds can be defined.
However, time and cost are two obstacles for researchers
to implement or reproduce these models. Data-driven
prognostics, which use sensor data to simplify the im-
plementation and lower costs, are applied more in the
sequence learning process. It could further be further
categorized into statistical and classical Machine Learn-
ing (ML) approaches. With a surge of interest in Deep
Learning (DL), researches have applied many state-
of-the-art deep learning neural networks in the PHM
field. The general advantages of DL over ML in data-
driven approaches are: 1) deeper network architecture
contributes to more precise feature extractions. 2) DL
performs better in processing temporal data. 3) advanced
ability to handle a large amount of high-dimensional
data. Therefore, data-driven approaches have strength in
predicting systems’ dysfunction by using run-to-failure
data. Thus, they have a wider confidence interval than
model-based prognostics, which means its prediction is
more assured, despite uncertainty in prediction error,
degradation changes and human operations, etc.. Hybrid
approaches incorporate the advantages of both aforemen-
tioned prognostic approaches and its practice is more
inclined to a real-world situation.

Recently, researchers have been exploring data-driven



approaches, especially DL-based approaches to en-
hance prediction accuracy. Deep learning methods have
high performance in processing high-volume and high-
dimensional Time Series Data (TSD). This type of data
requires sequence modeling to solve different problems
and many deep learning networks are capable of achiev-
ing that. However, these networks still face various
drawbacks which are caused by the flawed architec-
ture design. Networks like CNN[4], which has strength
in feature extraction, performs poorly in keeping time
coherence. While networks like RNN[5], LSTM[6] are
proposed to solve the problem. they have other problems
such as gradient vanishing and longer execution time.

Towards these challenges, this paper applied the Tem-
poral Convolutional Network (TCN)[7] in RUL estima-
tion to address these problems. The TCN model incorpo-
rates the strength of causal convolution, residual connec-
tion, and dilation convolution, following a convolutional
neural network (CNN) framework for sequence model-
ing. It excels in solving gradients vanishing/explosion
problems, fastening training epochs, and changing the
receptive fields flexibly. Experiment results conducted
on the C-MAPSS dataset provided by NASA [8] shows
the exceptional performance of our proposed work. A
systematic study performs to test TCN’s effectiveness
among DL-based approaches, and Its result shows that
TCN has superior performance in obtaining high accu-
racy of faults prognostics with less time.

The rest of the paper organizes as follows. Section
II introduces the key features and evaluation of the
TCN model; Section III presents the experiment study
and evaluation of different network architectures on C-
MAPSS data; Section IV shows the discussions and
future work plans; Section V provides the conclusion
of the paper.

II. TEMPORAL CONVOLUTIONAL NETWORK FOR

RUL ESTIMATION

A. Brief Introduction of TCN

Convolutional neural network (CNN) is a classical
neural network which is good at image processing based
on its excellent feature extraction capability. At present,
CNN has widely used in many fields, such as face
recognition, automatic driving, and security. Neverthe-
less, there was no mature CNN model applied in timing
problems until the advent of the temporal convolutional
network (TCN) proposed by [7]. TCN has shown great
ability in solving sequence problems and it could be used
as a better alternative of RNN/LSTM in such problems.

The following sections will illustrate its working princi-
ples and main advantages.

B. The principle of TCN

Generally speaking, TCN has two main characteris-
tics. Firstly, it maintains a causal relationship between
each layer of the network, which means that the con-
volution output of a layer t is determined solely on
the convolution result of layers before t. Thus, the data
coherence and time coherence are better protected than
the limited historical information storage and possible
data absence of LSTM’s memory cell. Secondly, the
architecture of this model can be flexibly adjusted to
any length. It can also be mapped according to several
interfaces required by the output, which is similar to the
RNN framework. Compared with the traditional CNN
network structure, TCN adds four core parts in the de-
sign: sequence modeling, causal convolutions and dilated
convolutions, and residual connections. This section will
introduce the architecture and working principle through
these four parts.

1) Sequence Modeling: A simple sequence modeling
task is used to illustrate the sequence modeling char-
acteristics of TCN. Assuming that the input sequence
i0; :::; iT is given, and it requires predicting the specific
outputs O0; :::; OT at every step. Following the require-
ments, the model should predict the corresponding out-
put O0 at a particular time point t. The key constraint of
sequence modeling is that the output at time t should be
generated by exactly the recorded inputs before time t
instead of the post-positional information, which follows
the sequence of data flow. The one-to-one mapping from
it to yt of sequence modeling network could be simply
expressed as:

Ô0; :::; ÔT = f(i0; :::; iT ) (1)

After the prediction, it is necessary to establish a corre-
sponding evaluation mechanism to evaluate the quality
of the prediction results and control the whole training
procedure like the equation below. C-MAPSS Data Set
accomplish the demand of sequential tasks and are suit-
able to implement TCN architecture due to the features
of datasets.




